
• A novel SSL framework by gathering de-identified & unlabeled data: Labeling cost, 
privacy leakage, and AV-side computation burden altogether

• Verified the effectiveness feature-based learning
• Achieving SOTA accuracy with large margins in various experiments
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Settings
Source domain (SD) Waymo

Target domain (TD) Lyft, KITTI
Baseline Train → SD Test → TD
Oracle Train → TD Test → TD

Privacy Protection of Feature Sharing

Conclusion

• Problem: Collecting and annotating large datasets of 3D scenes
Ø Exposing private information on the road
Ø Labeling costs for vast amounts of data

• Semi-supervised learning: Using de-identified, unlabeled
intermediate features

UpCycling System Overview
• AV-side: zero additional computation
Ø Sharing de-identified feature data and the detection results
• Server-side: impossible to identify the original data
Ø Semi-supervised learning with collected data and secured data

Domain Adaptation

Partial-label Scenario

3D Backbone 
Network

Detection 
Head

Unlabeled Input

Autonomous Vehicle

Unlabeled Feature Data
Detection Results

• Confidence-based pseudo label filtering
• Pseudo-label-aware GT sampling

• Hybrid pseudo labels
Ø GT samples: Enabling powerful supervision
Ø Pseudo labels: Extending the training data

• Versatile application
Ø Regardless of feature type

• Augmentation methods
Ø F-GT: feature-level GT sampling
Ø Overwriting GT features

• Privacy leaks from inversion attack
• Restoration from backbone network
Ø 1st, 3rd, and 5th convolution layers

• Privacy Protection via UpCycling
Ø Assured through deepest-layer features usage

• Achieving SOTA accuracy
Ø Regardless of the model, dataset, and 

detection task

• Superiority to the SOTA method in most cases
• Less mature, large-backbone model underperform with scarce labels (≤ 10%)
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• GT sampling 
Ø Error in restricted areas only 
• Flip, Rotation
Ø Widely spread error over the entire map
Ø Flip: breaking apart geometric relationship 

severely
Ø Rotation: Incurring perturbation 

Conceptual images of feature-level augmentation 

Effect of feature augmentation methods  for SSL

RMSE between raw- and feature-level augmentations 


